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Synopsis

Why we need AutoML

What is our AutoML

How our AutoML performs
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Introduction: ML

Machine Learning (ML) "leverages data to improve performance on some set of tasks”.

Real-life application scenarios :

Self-driving cars

Recommendation systems

Automated translation

...

For insurance industry:

Future claim estimation

Fraud detection

Automated underwriting

...
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Introduction: ML

However, ML tasks can be

Experience-dependent

Heavy manual work

By the data-driven nature of ML algorithms, selection of models and hyperparameters are critical,

and no universal solution exists.

Furthermore, industrial datasets add to the complexity

Not well-formatted or well-organized datasets

Missing values

Irrelevant features

Imbalance distributions

It’s difficult for those who have no previous experience/knowledge to gain hands-on experience.
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Introduction: AutoML

Automated Machine Learning (AutoML) is one of the solutions.

AutoML tries to

Automatically select a ML model

Automatically tune for optimal hyperparameters

“non-expert users” can apply ML to their application scenarios more effectively
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Introduction: AutoML

A ML model  can be characterized by

Parameters 

Hyperparameters 

The learning can be formulated as

dataset 

loss function 

The choice of model  and hyperparameter set  is important

M

θ

λ

argmin
θ

L(M θ

λ
(X), y)

D = (X, y)
L

M λ
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Introduction: AutoML

Model selection finds optimal model architecture 

Hyperparameter Optimization (HPO) finds optimal hyperparameter set 

Objective function 

trains on train set 

returns evaluation loss on valid set 

M
∗

M
∗ = argmin

M∈M

ED∼(Dtrain,Dvalid)V(L,Mλ0 , D)

λM∗

λ
M∗ = argmin

λ
M∈ΛM

ED∼(Dtrain,Dvalid)V(L,M
λ
M , D)

V

Dtrain

Dvalid
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Introduction: AutoML

To combine, one option is two-step process

Another is Combined Algorithm Selection and Hyperparameter optimization (CASH)

‘

M ∗
λ∗ = argmin

M∈M,λM∈ΛM

ED∼(Dtrain,Dvalid)V(L,MλM , D)

= argmin
(M,λM)∈C

M

ED∼(Dtrain,Dvalid)V(L,MλM , D)
‘
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Introduction: AutoML

Our AutoML1

Complete, fully functional processing and model tuning

Special treatment for Insurance imbalanced datasets

Data Balancing

Pipeline ensemble

Record training process and store the optimal pipeline for continued applications

[1] https://github.com/PanyiDong/InsurAutoML
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AutoML: Components
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AutoML: Workflow
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AutoML: Optimization
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To connect all components, we use ray.tune

for model selection and hyperparameter

optimization.

ray.tune is a scalable Python package

to conduct experiments on

hyperparameter tuning

compatible with common ML model

structures

scikit-learn, TensorFlow, PyTorch, …

compatible with search algorithms like

Optuna, HyperOpt, …

AutoML: Optimization
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AutoML: Ensemble

Model Ensemble is common solution to

Data imbalance

State-of-the-art performance

We adopt three ensemble structures

Stacking

Fully parallel training on whole set

Bagging

Parallel training on subsets

Boosting

Sequential training on residuals
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AutoML: Stacking Ensemble
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AutoML: Bagging Ensemble
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AutoML: Boosting Ensemble
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Experiments: French Motor Third-Part Liability
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Experiments: Wisconsin Local Government Property Insurance
Fund
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Experiments: Automobile claim datasets in Australia
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Experiments: Comparison
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Experiments: Comparison
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Conclusion

Provide a workable pipeline

With focus on insurance imbalanced datasets

Acceptable performance and efficiency

Flexible framework for modification

Provides prototype and insights for further improvement
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Thank you! Q&A
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